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Summary

A new quantitative thin-film X-ray analysis procedure termed
the {-factor method is proposed. This new {-factor method
overcomes the two major limitations of the conventional Cliff-
Lorimer method for quantification: (1) use of pure-element
rather than multielement, thin-specimen standards and (2)
built-in X-ray absorption correction with simultaneous
thickness determination. Combined with a universal, standard,
thin specimen, a series of {-factors covering a significant
fraction of the periodic table can be estimated. This {-factor
estimation can also provide information about both the
detector efficiency and the microscope—detector interface
system. Light-element analysis can also be performed more
easily because of the built-in absorption correction. Addition-
ally, the new {-factor method has several advantages over the
Cliff-Lorimer ratio method because information on the speci-
men thickness at the individual analysis points is produced
simultaneously with compositions, thus permitting concur-
rent determination of the spatial resolution and the analytical
sensitivity. In this work, details of the {-factor method and how
it improves on the Cliff-Lorimer approach are demonstrated,
along with several applications.

Introduction

It is 30 years since the Cliff-Lorimer ratio technique (Cliff &
Lorimer, 1975) was first introduced as a method for quantita-
tive thin-film microanalysis using X-ray energy dispersive spec-
trometry (XEDS) in analytical electron microscopes (AEMs).
The ratio approach was originally taken to overcome the design
limitations of the early AEMs, namely the very low X-ray genera-
tion and detection rates, electrical and mechanical instabilities
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(particularly the beam current) and the tendency to contamin-
ate the analysis area, all of which meant that the X-ray count
rates were invariably poor, thus limiting quantification. These
limitations meant that it was not feasible to use the well-
established, pure-element standards approach developed over
the preceding 25 years for bulk analysis in the electron probe
microanalyser (EPMA). A ratio approach removes much of
the instrument variability as it cancels out any variations in
the probe current incident on the analysis area, which arise
from electron-gun/condenser-system instabilities, drift and
contamination build-up. Despite the fact that many of these
instrument limitations have been minimized in the intervening
three decades, the ratio technique still remains the only quantita-
tive thin-film analysis software available on commercial XEDS
systems. Clearly this is not an ideal situation and this work
first reviews the limitations of the Cliff-Lorimer method and
then proposes an alternative, improved approach, which com-
bines the ease of application of the ratio method with the more
rigorous aspects of pure-element (or other) thin-film standards.

In order to stress the advantages of the {-factor method,
it is worthwhile reviewing the Cliff-Lorimer approach, which
relates the compositions of the constituent elements C, and C,
(usually, but not necessarily, defined as the weight fraction or
wt%) in a thin specimen to the measured characteristic X-ray
intensities above background (I, and I;) as

Ci . 1
SN 1
C ABI ( )

B B

where k,; is the Cliff-Lorimer factor, which can be determined
both theoretically and experimentally (e.g. Goldstein et al.,
1977; Williams & Carter, 1996). Obviously, determination of
the k-factor is the critical step for consequent quantification.
The theoretical calculation of k-factors from first principles is
fast and easy but may produce significant (+15-20% relative)
systematic errors (e.g. Maher et al., 1981; Newbury et al., 1984).
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On the other hand, k-factors can be determined experimentally
with relative errors of as little as approx. £1% (e.g. Wood et al.,
1984; Sheridan, 1989) and hence more accurate quantification
can be performed in many cases using the experimental k-factors.
To determine the k-factors experimentally, multiple, standard
thin-films with known composition are required. Unfortunately,
this requirement is not always an option for the analyst because
such standards may not be available and, even if all the requisite
standards are available, many k-factors still need to be deter-
mined in a multicomponent system. Furthermore, the stand-
ards may be difficult to thin to electron transparency and may
be susceptible to damage (including compositional changes)
during thinning and subsequent high-energy electron bom-
bardment in the AEM. Thus, experimental k-factor determina-
tion can be extremely tedious and time consuming, which
accounts for the relatively few examples of experimental suites
of k-factors described in the literature over the last 30 years
and the consequent tendency of most analytical microscopists
to use the quick (and often inaccurate) theoretical calculations.

In addition to these limitations, there are other problems with
the Cliff-Lorimer method. One of the most serious problems is
X-ray absorption, even in thin specimens. Goldstein et al. (1977)
derived a formula to correct for X-ray absorption in thin
specimens with finite thickness by multiplying Eq. (1) with an
absorption-correction term. Unfortunately, in order to apply
the X-ray absorption correction, prior knowledge of the
specimen thickness and density is required at the individual
analysis points. As independent measurements are usually
required for the specimen density and thickness, inaccuracies
associated with such measurements may cause further errors
in quantification. Obviously, the need for an absorption correc-
tion is a major limitation to the accurate quantitative micro-
analysis of thin specimens.

This work describes a new quantitative thin-film analysis
procedure, which builds on a previously published approach
(Watanabe et al., 1996; Watanabe & Williams, 1999a, 2003)
termed the {-factor method. Unlike the earlier versions, this
new {-factor method overcomes all the above limitations in
the Cliff-Lorimer method. Detailed methods for the {-factor
determination using pure element (PE) standards [as well
as National Institute of Standards and Technology (NIST)
standard thin specimens] will be given and statistical error
treatments in both the {-factor determination and the quanti-
fication will then be discussed. Additionally, several advantages
of the {-factor method over the Cliff-Lorimer ratio method mainly
due to the ‘in-situ’ thickness determination from the built-in
absorption correction will be described, e.g. light-element analysis,
calculation of the spatial resolution and determination of the
analytical sensitivities. If the NIST standard thin specimen is
used for the {-factor estimation, the XEDS detector efficiency
can also be evaluated. A {-factor for a hard X-ray line such as
the Fe Ko can also be used as a figure of merit to evaluate the
system performance of an AEM—XEDS interface. Finally, the
limitations of the {-factor method will also be addressed.

Theory of the {-factor method

Definition of the {-factor

In a thin-film specimen, it can be assumed that the measured
characteristic X-ray intensity (which is the number of X-ray
photons above background, integrated over a certain energy range)
is proportional to the mass-thickness pt (p and t are the specimen
density and thickness, respectively) and the composition C,. There-
fore, the mass-thickness can be related to the measured X-ray
intensity I, normalized by the composition, if absorption and fluore-
scence of X-ray are negligible (i.e. the thin-film approximation)

Ly
CaD,

pt= ‘:A (2)

where {, is a proportional factor connecting I, to pt and C,,
and D, is the total electron dose during acquisition, defined as

D, =N, (3)

N, is the number of electrons (electron counts) in a unit
electric charge and I, and 7 are the beam current and acquisi-
tion time, respectively. It should be noted that the above Eq. (2)
ismodified from the originally proposed expression (Watanabe
et al., 1996; Watanabe & Williams, 1999a, 2003) by incorpo-
rating the electron-dose term D,. Thus, the new {-factor is no
longer dependent on the acquisition time or the beam current,
in addition to its original independence from the composition and
mass-thickness. This modification is practically very useful because
the new {-factor does not need to be adjusted for individual
experimental conditions with different beam currents or dif-
ferent acquisition times, which change depending on specific
analysis needs. Accordingly, the units for the new {-factor are
modified to kg-electron/(m?-photon) instead of kg/(m?-photon).

The measured X-ray intensity from element A can theoretic-
ally be described by the following equation in the thin-film
approximation (e.g. Armigliato, 1992)

Qa04a, Q
I,=N,———=C,ptD,| — | 4
A M, ap i (4)

where N, is Avogadro’s number, Q, is the ionization cross-
section, , is the fluorescence yield, a, is the relative transition
probability (i.e. the relative line weight), M, is the atomic
weight, Q/(4m) is the detector collection-angle in the whole
47 space and €, is the detector efficiency. By comparison with
Eq. (2), the theoretical expression for the new {-factor is

M,

= N O Yl

(5)

All the parameters associated with X-ray generation in a thin
specimen and X-ray detection in an AEM are thus incorporated
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into the new (-factor. In other words, the new {-factor is
dependent only on the X-ray energy and the accelerating voltage
andisindependent of the total electron dose, specimen compo-
sition, thickness and density. As shown below, this independ-
ence makes any absorption correction trivial, a significant
step forward from the Cliff-Lorimer approach.

Quantification via {-factors

The original {-factor method was based on the X-ray absorption
correction in the Cliff-Lorimer ratio method (Watanabe et al.,
1996). Applying this technique to quantitative thin-specimen
analyses in AEM removed the need for independent thickness
determinations. The absorption-corrected compositions could
be determined simultaneously with the specimen thickness at
the individual measured points. However, there are still major
limitations: (1) the requirement that at least one characteristic
X-ray line in the spectrum was free of any significant absorption
correction (needed to monitor the specimen thickness) and
(2) the approach was still based on the Cliff-Lorimer ratio equa-
tion, so k-factors were still required (and hence all the issues
associated with k-factor determination mentioned above also
remained).

The {-factor method was recently modified to overcome
the above limitations (Watanabe & Williams, 1999a, 2003).
A similar relationship to Eq. (2) can be established between
pt and I; using the {-factor for element B, {;

Iy
C,D,

pt= CB (6)

From Egs (2) and (6), C,, Cg, and pt can be expressed assuming
C,+ Cy=11inabinary system

p =§A1A+€BIB C _ QAIA C _ CBIB (7)

t x = x =
D, UG+ Gl T Caly + Gl

Therefore, C,, Cp, and pt can be determined simultaneously
from measured X-ray intensities but k-factors are no longer
required. This approach can be easily expanded to any multi-
component systems as long as X C;=1, which is a reasonable
assumption. It should be noted that the resultant composi-
tions and thickness could be over- and/or underestimated by
the {-factor method if any major components in the system
were missed in quantification. Therefore, all the major compo-
nents must be quantified and qualitative analysis should be
performed prior to quantification (Williams & Carter, 1996).
In the {-factor method, the in-situ beam-current measurement
during the analysis is the most crucial.

The absolute specimen thickness t can also be obtained if
the specimen density is known at the analysis point. The
specimen density can be estimated from the crystallographic
unit-cell information. Otherwise, the density can be calculated
as a first approximation by taking a weighted mean (p=X C; p))

© 2006 The Royal Microscopical Society, Journal of Microscopy, 221, 89—-109

QUANTITATIVE ANALYSIS OF THIN SPECIMENS 91

or a harmonic mean (1/p = X C;/p;) from the density values of
the individual component elements. These density estima-
tions, especially the harmonic-mean approach, may work well
for the close-packed condensed systems, such as metallic alloys
and intermetallic compounds.

Integration of correction terms for X-ray intensity

One of the most serious problems in quantitative X-ray analysis,
even in thin specimens, is X-ray absorption. Goldstein et al. (1977)
derived a formula to correct the Cliff-Lorimer ratio equation
[Eq. (1)] for X-ray absorption. However, in order to apply this
X-ray absorption correction, prior knowledge of the specimen
thickness and density was required at all individual measured
points. As independent measurements are usually required
for the determination of the specimen density and thickness,
inaccuracies associated with such measurements may cause
further errors in quantification. This requirement is the major
difficulty in using the absorption correction and limits the accuracy
of quantitative X-ray analysis of thin specimens in AEMs.

Several methods have been proposed to avoid the difficulties
and complications arising from the need for thickness and
density determinations. These approaches can be categorized
broadly into two types: (1) the extrapolation method, which
determines the absorption correction by extrapolation of X-ray
intensity ratios to zero thickness (e.g. Porter & Westengen,
1981; Horita et al., 1987; Van Cappellen, 1990; Eibl, 1993)
and (2) utilization of the difference in relative X-ray absorption
between two emitted X-ray lines (K and L, or L and M) from the
same element, described as the K : L intensity-ratio method or
the differential X-ray absorption method (e.g. Morris et al., 1980;
Horita et al., 1989). Unfortunately, these two techniques are
also limited. The extrapolation method is not easily applicable
to thin-foils where compositions vary locally, as a series of
X-ray intensities has to be obtained from different thickness
areas (by moving the incident beam or by tilting the speci-
men). In addition, if a series of X-ray intensities is measured
from the same position at multiple tilts rather than a single tilt,
the X-ray absorption can also be corrected. This approach,
called the multigeometry method, can eliminate the determi-
nation of the specimen thickness, the density and measure-
ment of the beam current (Statham & Ball, 1980). Note that
when using the multigeometry method it was found that,
when the thin foil is buckled or wedge-shaped, the exact geo-
metry and absorption path length differ from that for a plane,
parallel-sided foil. Ultimately, this approach requires that
many X-ray intensity measurements must be made from one
specific region, which still makes the X-ray absorption correc-
tion rather complicated and tedious. In the K : Lintensity ratio
method, the essential requirement of two different X-ray lines
from a single element limits the application to specimens that
contain elements with Z > 20 (Ca).

The X-ray absorption correction can be integrated into the
{-factor method in the same way that Goldstein et al. (1977)
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modified Eq. (1). The absorption-correction term for a single
X-ray line from a thin specimen can be given as (Philibert, 1963)

3 (Wp);, pt cosec o
T1- exp[—(u/p)s, pt cosec o]

(8)

where (/p)5, is the mass absorption coefficients of the charac-
teristic X-ray line in the specimen and o is the X-ray take-off
angle. This absorption-correction term is incorporated into
the {-factor by multiplying it by the corresponding X-ray
intensities in Eq. (7). Therefore, the general expressions for the
quantitative {-factor analysis can be modified as

N
LA, I,A AN
pt:ng] i CAngA A CNZ%\I\ N (9)
: ' Z CiIiAI' Z CI'II'AI'
] ]

An iterative process is required to solve the above equations for
the composition and thickness determination. However, the
iteration in Eq. (9) is straightforward and the convergence rate
is typically very fast (e.g. up to 10—15 iterations are typically
required to converge to less than 0.001 wt% and 0.01-nm
differences in the composition and the specimen thickness,
respectively, which are more than sufficient tolerance values
for the termination). A complete flow chart for the quantification
procedure via the {-factor method is summarized in Fig. 1. If
the X-ray absorption is negligible in a material system, the initial
mass-thickness and compositions are the final values and the
iteration is no longer necessary. In the {-factor method, the
absorption-corrected compositions can be determined simul-
taneously with the specimen mass-thickness only from X-ray
intensity data. It should be noted that a fluorescence correction
can also be incorporated in a similar manner in the few situations
where X-ray fluorescence is significant, such as an analysis of
minor amounts of Cr in Fe (e.g. Nockolds et al., 1980).

Determination of {-factors

Use of pure-element, thin-film standards

Quantitative X-ray analysis via the {-factors is as easy as the
Cliff-Lorimer method, so long as the {-factors are already
known. To determine the {-factors, X-ray intensities should be
measured from standard, thin films with known composition
and thickness, as shown in Egs (2) and (6). As the {-factor
consists of information from only a single element, PE thin
films can be used as standards in addition to thin films of
known composition. This option of using PE standard, thin
films is a major experimental step forward because, compared
with multielement standards for k-factors, PE films have the
distinct advantages of being robust, cheap, easy to fabricate
and insensitive to un-noticed specimen drift. Most impor-
tantly, they do not change composition during thinning to
electron transparency or as a result of beam damage. By using

modern thin-film fabrication techniques such as sputtering
and electron deposition, the thickness of the PE films can be
precisely controlled within a few Angstroms. It is also possible
to use other preparation techniques, such as evaporation,
ultramicrotomy and focused ion-beam. If the PE thin speci-
mens are prepared by these methods, the film thickness
required for the {-factor determination can be measured
relatively easily by profilometry, atomic-force microscopy, cross-
section scanning electron microscopy and electron energy-loss
spectrometry in AEMs. In addition to the above advantages,
the X-ray absorption is negligible in most of the major charac-
teristic lines generated from the PE thin films, which is clearly
not the case for many multielement thin films [including
the NIST standard reference materials (SRMs) 2063 and
2063a, which are discussed in detail later in this work]. The
critical specimen thickness at which 5% of X-ray absorption
occurs is plotted against the atomic number in Fig. 2. The
shadowed area represents the thickness range <30 nm,
which may not be suitable as a standard for the {-factor
method because generated X-ray intensities would not be
sufficient in conventional AEMs. The critical thicknesses at 5%
X-ray absorption are greater than 30 nm for all the K lines
and most of the Llines that are higher than ~1 keV (above Zn).
However, the critical thicknesses for most of the M lines are
below 30 nm. The K lines above B and the L lines above Zn that
are detectable in most AEMs cover most of the elements in the
periodic table. Therefore, the {-factors for all these elements
can be determined, while ignoring any X-ray absorption, if 30-
nm-thick PE thin films are used.

As a demonstration of the {-factor method using PE stand-
ard, thin specimens, Fig. 3 shows the Al composition plotted
against the specimen thickness determined from a nearly stoi-
chiometric Ni,Al thin film, which typically requires an absorp-
tion correction for Al K X-rays during quantification. The
error bars represent 99% (3 o) confidence limits. One of the
major advantages of the {-factor quantification is the simulta-
neous thickness determination at the individual measured
points. This analysis was performed using the VG HB 603
AEM at Lehigh University operated at 300 keV, equipped with
a Faraday cup for in-situ probe-current measurements. Pure
Al and Ni thin films were used as the standards for this analysis
(which don’t require an absorption correction for the {-factor
determination). These PE thin films were fabricated by evapora-
tion and thicknesses were determined using a profilometer. The
measured thicknesses of the Al and Ni films were 80 £ 5 and
66 £ 5 nm, respectively. The corresponding {-factor values
determined from these films were 1555+ 53 kg-electron/
(m?-photon) for Al and 1194 * 13 kg-electron/(m?*-photon) for
Ni. In Fig. 3, the solid line and shadowed range represent the
average composition with 99% confidence limits deter-
mined independently from a bulk Ni;Al sample in an EPMA.
The compositions determined via the {-factors superimpose
well on the EPMA data over the thickness range relevant to
this analysis.
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Quantification procedure in {-factor method

Measured X-ray intensities: /,, I, ..., Ij oy Iy
Acquisition parameters: D, = N,/ t

h 4

Calculate initial mass thickness and compositions:
&G /
pt:z#a CA: %AA s 7T :C CN
b 2.5 ZC
j.

h 4

Calculate corrections terms:
(W/p);* ptcoseca
1-exp[-(w/p);® ptcosec a]

“.:

Y

Calculate mass thickness and compositions:
pf = ic.f!fAf, CA = %AIAAA 0 - C CN, A

2

D
’ ;CII;"A}' ZCH J

No

Check convergence

Yes

Final mass thickness and compositions: pt, C,

Fig. 1. A flow chart of quantification procedure in the -factor method with the X-ray absorption correction.
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Fig. 2. The critical specimen thickness at 5% X-ray absorption in the pure
element thin films. The shadowed area indicates the specimen thickness
range below 30 nm. The critical thicknesses at the 5% absorption for all
the K line and most of the L lines above Zn (> ~1 keV) are higher than the
30 nm.
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Fig. 3. The Al composition plotted against the specimen thickness
determined from a nearly stoichiometric Ni;Al thin film by the {-factor
method in the VG HB 603 analytical electron microscope. As standards
for this quantification, pure element Al and Ni thin films were used. The
error bars represent 99% (3 6) confidence limits. The solid line and
shadowed range represent the average composition and its 99%
confidence limit determined independently from the bulk Ni;Al sample by
an electron probe microanalyser.

It should be noted that other attempts have been made to
replace multielement-alloy standards with PE thin films
(Philibert et al., 1970; Brown et al., 1981; King, 1985). These
approaches are similar to the {-factor method as they all use
the X-ray production rate in their definition, i.e. simultaneous

beam-current measurement is essential. The major difference
from the {-factor method is that the previous PE standard
approaches all employ the Cliff-Lorimer method for quantifi-
cation. Unfortunately, the previous PE-standard approaches did
not gain widespread acceptance despite the easier fabrication
of PE films. One of the major reasons for the unpopularity was
the requirement for beam-current measurements. The beam
currents were not stable in early AEMs and, more importantly,
an in-column Faraday cup was not available (and is still not
integrated into any commercial AEM). Therefore, it was very
difficult to determine the X-ray production rate accurately
enough for quantification in those AEMs, although the
specimen thickness of the PE films can be measured more
accurately. Solving the beam-current measurement problem
is clearly critical to the future success of the {-factor approach
and this will be discussed later in this work.

In addition to the PE-film approaches, quantification
procedures for thin specimens via bulk standards were also
proposed (Philibert & Tixier, 1975; Thomas et al., 1984; Boon
& Bastin, 2004). It is obviously much easier to prepare bulk
standards but full, matrix-correction procedures were still
required to determine the X-ray production rate and these
procedures are more complicated and sophisticated than
Eq. (2). Furthermore, the operating conditions (e.g. kV or beam
current) for bulk samples were difficult to keep similar to those
for thin films in AEMs because of the significant difference in the
X-ray production between the thin specimens and bulk samples.

Use of universal thin-film standards

The PE thin films are more routinely generated than the multi-
element, thin-film standards for k-factor determination. When
quantitative analysis is performed on unknown multielement
systems, the {-factor determination is still tedious because
the {-factors for all the elements in the systems are required,
which is the same limitation as the Cliff-Lorimer method.
However, it is not even necessary to acquire a series of the PE
thin films because an entire set of {-factors for K-shell X-ray
lines can be estimated from a single spectrum (Watanabe &
Williams, 1999a) generated from the NIST thin-film, glass,
SRM 2063 (Rasberry, 1987). Note that SRM 2063 is the only
available thin-film standard (containing Mg, Si, Ca, Fe and O)
and has the advantage that its composition is known to a high
degree of accuracy, as are its thickness and density. NIST has re-
issued a thinner version of SRM 2063, termed SRM 2063a (Reed,
1993a). The SRM 2063/2063a thin film was originally designed
for the k-factor determination (Steel et al., 1981,1997).

By measuring a single spectrum from an SRM 2063/2063a
thin film, the {-factors of Mg, Si, Ca, Fe and O can be deter-
mined for windowless (WL) and ultra-thin window [including
atmospheric thin window (ATW)] XEDS systems. The {-factors
for other elements can then be estimated by inter/extrapolation
from the five measured {-factors [it should be noted that this
approach is based on Zemyan’s parameter-optimization
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determination of aseries of k-factors (Zemyan, 1995; Williams
et al., 1998)]. For accurate inter/extrapolation, the measured
{-factors need to be fitted by optimizing several uncertain
parameters associated with the X-ray generation and detec-
tion, such as the ionization cross-section and the thicknesses
of detector-window materials for the detector efficiency term
€,. These uncertain parameters can be obtained by minimizing
the following ? value by the optimization (e.g. Press et al., 2002;
Galassiet al., 2002)

=2 [—C7xp i ] (10)

T\ AL

where {*? and AL are the measured {-factor and associated
error (standard deviation), respectively, and { is the theoreti-
cally calculated {-value from Eq. (5). To determine the uncer-
tain parameters by fitting properly to the measured {-values,
two important parameters should be incorporated into Eq. (5):
(1) a scaling factor for the ionization cross-section Q as the abso-
lute magnitude of the cross-section may deviate from the real
case and (2) an ice-layer thickness that must be included in the
detector efficiency term in addition to the original window
materials because an ice layer may build up in front of the win-
dow in any XEDS detector interfaced to an AEM (e.g. Foitzik
etal., 1993; Michael, 1995).

In addition to these parameters, many models for the ioni-
zation cross-section are available. Too many choices of O can
be another uncertainty in parameter optimization. In order to
select the best model, a parameter optimization was performed
with the various Q models to fit the {-factors measured from
SRM 2063a in two different AEMs: (1) a VG HB 603 300-keV
AEM equipped with an Oxford WL XEDS detector [Q = 0.30 sr
(Lyman et al., 1994)], immediately after conditioning for
de-icing and (2) a JEOL JEM-2010F 200-keV AEM with a
Thermoelectron ATW XEDS detector [€2=0.13 sr (Okamoto
et al., 2003)]. In these optimizations, the scaling factors for
Q and thicknesses of the ice, Au contact and Si dead layer
were fitted. For the ATW detector in the JEM-2010F, however,
nominal thicknesses were used for the polymer thin window
coated with Al (Moxtek AP1.3; detailed specifications can be
found at www.moxtek.com) as only up to four parameters
can be fitted from the five measured {-factors. For calculation
of the detector efficiency term, a source code of DESKTOP SPEC-
TRUM ANALYSER software (Fiori et al., 1992) was modified into
C++ and incorporated into the parameter-fitting program. In
addition, the following data were used for the parameter opti-
mization: the mass absorption coefficients of Heinrich
(1987), the relative intensity ratios of Fiori et al. (1992) and
the fluorescence yields of Bambynek (1984). The results of the
parameter optimization (scaling factors and y? values) for
the 22 Q models in the two AEMs are summarized in Table 1.
Despite the fact that most of these Q models were proposed for
10-30-keV EPMASs, the % values obtained using the 200- and
300-keV AEMs are reasonably small. The x? values obtained
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from the VG HB 603 tend to be smaller than those from the
JEM-2010F. This is because the measured intensities of the O
Ko and Mg Ko peaks are higher from the WL detector on the
VG HB 603 than from the ATW detector on the JEM-2010F
due to the higher detection efficiency in the lower-energy
region of the spectrum. The scaling factor varies from 0.4 to
1.8 depending on which Q was used and proper parameter
optimization was never performed without employing the
scaling factor. In comparing the results in Table 1, the Q
models of Powell (1976b), Schreiber & Wims (1981), Casnati
etal. (1982), Zaluzec (1984), Jakoby et al. (1987) and Paterson
et al. (1989) might be useful for general application.

Figure 4 shows the {-factors measured from the SRM 2063a
specimen (open circles) in the VG HB 603 (Fig. 4a) and the
JEM-2010F (Fig. 4b), plotted against the X-ray energy. The
closed circles in Fig. 4 indicate a series of the {-factors estimated
from the measured values by the parameter optimization. For
the {-factor estimations in both AEMs, the cross-section model
proposed by Paterson et al. (1989) was used. The error bars
indicate 99% (+ 3 o) confidence limits. The procedures to
determine errors for both the measured and estimated -
factors will be described in the following section. As shown
in Fig. 4(a) and (b), both sets of estimated {-factors agree well
with the measured values. As a demonstration of the robust-
ness of the technique, these estimated {-factors were used to
quantify a Cu-5.7 at% Mn alloy (Williams et al., 2002). The
quantified results are shown in Fig. 5 where the determined
Mn composition is plotted against the determined specimen
thickness. In Fig. 5, the solid line and shadowed area between
the dashed lines indicate the average composition of Mn and
the 99% confidence limits determined from the bulk sample by
an EPMA. The Mn compositions determined by the {-factor
method superimpose well on the Mn composition measured by
the EPMA even though neither Cu nor Mn is present in SRM
2063a.It should be noted that the deviation in the Mn composition
at the thickness range < 20 nm is probably due to preferential
sputtering during specimen preparation by Ar-ion polishing.

Error determination in the {-factor method

Errors in {-factor determination

Errors in an individual {-factor measurement. In general, if a func-
tion consists of n variables such as f=f(p,, p,, ..., p,), the error
in f, 6;, can be given from the errors in the individual variables,
6, (Lyons, 1991)

2
n af
6%22[8_) o;, (11)
=1\ 9P;

To satisfy the above equation, the individual variables must
be uncorrelated. In Eq. (2), the variables for a single {-factor
measurement are the composition of the standard (C) the X-ray
intensity (I) and the specimen thickness (t) [or more generally
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Table 1. Summary of the scaling factor and the y* value for different ionization cross-section models obtained from the {-factor estimation in the VG HB
603 and JEM-2010F analytical electron microscopes.

Cross-section model for

VGHB 603 300 keV, WL XEDS

JEOLJEM-2010F 200 keV, ATW XEDS

K-shell ionization Scaling factor ¥’ value Scaling factor ¥’ value
Fabre (1949) 0.924+0.023 1.345 0.849 +£0.021 1.659
Mott & Massey (1949) 1.801+0.046 1.252 1.211+£0.030 1.997
Worthington & Tomlin (1956) 1.801+£0.046 1.252 1.211+0.030 1.997
Drawin (1961) 1.111+0.028 1.304 0.761£0.019 1.719
Green & Cosslett (1961) 1.256£0.032 1.291 0.858 £0.021 1.745
Gryzinski (1965) 1.294+0.031 1.331 0.856+0.021 2.326
Kolbenstvedt (1967) 0.735+0.012 1.328 0.585+0.015 2.336
Lotz (1967) 0.998 £0.025 1.290 0.682+0.017 1.745
Brown (1974), Powell (1976a) 1.313+£0.033 1.251 0.900£0.022 1.987
Powell (1976b) 0.952+0.024 1.360 0.657%0.016 1.642
Quarles (1976) 0.625+0.016 1.309 0.513+0.012 1.720
Schreiber & Wims (1981) 0.780+0.020 1.656 0.555+0.014 1.638
Casnatiet al. (1982) 0.569+0.014 1.363 0.465+£0.011 1.641
Ogilvie (1984) 1.761£0.032 1.402 1.442+0.036 2.396
Zaluzec (1984) 0.63210.016 1.833 0.533+0.013 1.569
Jakoby et al. (1987) 0.618+0.015 1.628 0.503£0.056 1.570
Paterson et al. (1989) 0.929+0.023 1.323 0.759+0.019 1.694
Pouchou & Pichoir (1991) 0.861+0.021 1.966 0.638£0.016 1.592
Pouchou (1994) 0.861+0.021 1.966 0.638 £0.016 1.592
Deutsch et al. (1994) 0.536£0.010 1.502 0.429+0.011 2.515
SIGMAK2 (Egerton, 1986) 0.631+0.016 1.242 0.489+0.012 1.843
SIGMAK3 (Egerton, 1996) 0.642+0.016 1.266 0.496+0.012 1.833

ATW, atmospheric thin window; WL, windowless; XEDS, X-ray energy dispersive spectrometry.

the mass-thickness (pt)]. Therefore, the error in the {-factor
from a single measurement can be derived from Eqs (2) and (11)

C 5 A 5 5 1/2

A I At

we|(F) )]s om
where AC, AT and At indicate the errors in C, I and t, respec-
tively. Both AC and At should be determined by an independ-
ent analysis of the standard specimen beforehand (note that
the AC/C term is negligible when a PE thin film is used). The
AI term is given by v+I if the counting statistics of the
measured X-ray intensity obey the Poisson distribution (e.g.
Thompson, 2001) and v is a factor depending on which
confidence limit is chosen (i.e. v=1 for a 68% confidence limit,
v=_2for 95%, v=3 for 99%, etc.). Note that the Poisson distri-
bution approaches the Gaussian distribution as the intensity
increases. Obviously the confidence limits for all the variables
should be selected consistently.

Errorsinaseries of {-factor measurements. To improve statistical
accuracy, X-ray intensities should be measured several times
from a standard specimen for the {-factor determination (in
asimilar manner to k-factors). The error in the {-factor after m
measurements can be expressed as (e.g. Kreyszig, 1999)

A=t i (13)
“\m

where " is the Student’s t value at the given confidence limit
(e.g. 99%) of m measurements and s* is the variance of m
measurements, given as

§? = i—@f ml (14)

o n-—1

where { is the average value after m measurements. When a
standard thin film with homogeneous thickness such as the
PE film is used for the {-factor determination, each error in
the individual measurements should be similar. Aslong as the
individual error values are similar, the above equation can be
used to evaluate the total error in the process.

However, if local thickness varies in a standard specimen
(such as a wedge-shaped specimen), then individual error values
can be significantly different as the errors from the thickness
and the intensity may vary significantly. In this situation, the
influence of the errorsin the individual {-factor measurements
needs to be taken into account using weighting factors. The
average value of the {-factor weighted by the individual errors
can then be expressed as (e.g. Galassi et al., 2002)
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Fig. 4. The C-factors of K lines plotted against the X-ray energy. O,
measured values from the SRM 2063a glass thin-film; @, estimated
values by fitting to the measured values. Results by (a) a VG HB 603 300-
keV analytical electron microscope (AEM) equipped with an Oxford
windowless (WL) X-ray energy dispersive spectrometry (XEDS) detector
(X-ray collection angle of 0.30 sr) and (b) a JEOL JEM-2010F 200-keV
AEM with a Thermoelectron atmospheric thin window (ATW) detector
(0.13 sr).

2 wi; 1

{=t— w=—r (15)

n
Z‘”i

=1

and the weighted variance is also given as
Z ‘Vi n
s*= = >wig -0 (16)
n n =
[2""1] =2 (wy)’
j=1

j=1
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Fig. 5. A plot of the Mn composition in a Cu-5.7 at% Mn alloy vs.
specimen thickness measured in a VG HB 603 analytical electron
microscope (Williams et al., 2002; Fig. 10, reproduced by permission of
Oxford University Press). Each composition was determined using the
C-factors estimated from the SRM 2063a. The solid line and shadowed
range represent the average composition and its 99% confidence limit
determined independently from the bulk Cu-5.7 at% Mn alloy by an
electron probe microanalyser.

The total error in the {-factor, for the general case, can be
obtained from Eq. (14) by substituting Eqs (15) and (16).

Errors in the C-factor estimation. Tn the {-factor estimation from
the universal standard, described in the previous section,
several variables such as a scaling factor for Q and thicknesses
of detector-window materials are adjusted by a numerical
optimization. For this optimization, several {-factor values,
determined with experimental errors, are required. The
optimization to minimize the y? value in Eq. (10) must be
performed by iteration. Unfortunately, it is not straightforward
to evaluate the errors in the fitting parameters and hence
those of the estimated {-factors. Even in the iteration process,
however, the errors can be calculated by an alternative approach
(Lyons, 1991). Let the {-factors determined experimentally
from the universal standard be denoted as {; (j=1, 2, ...). The
corresponding errors A; and fitting parameters ¢, (i=1, 2, ...)
can be expressed as functions of {;: (q,, 4y, ... . g, ...) =f(C;, Gy oo
G;. ...). The errors for g, can then be calculated as follows:

1 the error-free g; values are determined from the error-free

{-factors;
2 thefitting parameters with the error contribution from the j*
C-actor, g,(AL)), are calculated by substituting ¢+ A; for ; and

3 theerrorsof thefitting parameters Ag; can then be obtained as

Ag; = z [%‘(Ag/') - (11]2 (17)
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It should be noted that the individual {-factors should not
be correlated with one another in order to satisfy Eq. (17).
After the determination of the errors in the fitting parameters,
the errorsin the estimated -factors can be calculated with the
error values of ¢;

AL = J 15" (Ag) - &P (18)
where (' is the j™ {-factor estimated from the error-free g,
(and hence the error-free {-factor). C?al (Aqg;) is the {-factor cal-
culated by substituting g, + Ag; for g, which is only influenced
by the errorin g..

Errors in composition and thickness determinations

For quantification of unknown specimens via the {-factors,
errors in the individual {-factors and X-ray intensities from
each measured point must be taken into account. When X-ray
absorption is negligible, as in more general cases, numerical
iteration is required to determine the composition and
thickness, as described above. Therefore, the alternative error
estimation could be useful for quantification via the {-factors:

1 the error-free composition C; and thickness t are determined
from the error-free inputs;

2 with the k" error contribution of the {-factor or of the
X-ray intensity, compositions and thickness are calculated by
substituting , + A, for {, or I, + Al for I, respectively and

3 theerrorsin the compositions and thickness are given as

AC, = \“‘CZ[CJ(ACU -G + X [C,(AL) -
= =}

(19)

“‘ n n
At=_ D [HAL) —tF + X [HAL) ~tF
\‘ k=1 k=1

If an n-component system is analysed, extra calculations to
determine error-influenced values need to be performed 2n
times (i.e. n times for individual {-factors and n times for
individual measured X-ray intensities) after determination
of the error-free values. This alternative error estimation
approach seems tedious. However, the method is applicable to
any calculation and requires iteration, similar to a matrix
correction used for bulk sample analysis in an EPMA and any
type of numerical optimizations. Therefore, there is no excuse
not to perform the error analysis in quantification. Lastly, all
these procedures for error analyses in the {-factor method
are easily built into the computer software, which is available
from the corresponding author.

Major advantages of the {-factor method for
quantitative analysis

There are several advantages of the {-factor method over
the Cliff-Lorimer ratio method. In this section, some of these

advantages, mainly due to the availability of simultaneous
thickness determination, are highlighted by specific examples.

Light-element analysis

The two major problems for quantitative light-element X-ray
analysis are poor X-ray detection efficiency and significant
X-ray absorption (e.g. Statham, 1998). The former issue can
be compensated to some degree if an ultra-thin window or
WL XEDS detector is used. However, the latter problem can be
severe, especially when thin specimens that contain light
elements [which only produce soft X-rays below 1 keV (< Na)]
are analysed, e.g. many important oxide, carbide and nitride
systems (such as most commercial ceramics). Unfortunately,
the quantification of these materials in AEMs is more difficult
using XEDS than using electron energy-loss spectrometry (EELS).
Conversely, EELS analysis is also challenging if the specimen
contains both light and very heavy elements together, such as
Pb-based oxides. Therefore, as long as the X-ray intensities are
detectable from those light elements, it would be ideal to per-
form quantitative analysis. In the {-factor method, the X-ray
absorption correction is incorporated as described above and
the {-factor method has already been shown to work well for
several light-element (oxide) quantifications, even for the diffi-
cult Pb-based oxides (Gorzkowski et al., 2004).

There is another standard thin specimen available for
AEM. The NiO standard is well suited for characterization of
the AEM-XEDS interface by measuring hole-counts and
Ni K : L intensity ratios (the commercial version is designated
as NiOx™, Egerton & Cheng, 1994; Bennett & Egerton, 1995).
Figure 6 shows the oxygen composition and thickness meas-
ured individually from a 50-nm-thick NiOx by the VG HB 603
(circles) and JEOL JEM-2010F (triangles) AEMs, respectively.
The acquisition conditions to obtain similar amounts of the Ni
Ko intensity were 50 s with 0.5 nA for the VG HB 603 and
50 swith 1.0 nA for the JEM-2010F. For these quantifications,
the {-factors were estimated from the SRM 206 3a thin speci-
men (Fig. 4) and the thickness was deduced from the mass-
thickness using an actual instead of a calculated NiO density.
The shadowed areas in the composition and thickness indicate
the ranges of +1 at% and of £5 nm, respectively. The individ-
ual analysis results from the VG HB 603 AEM are almost iden-
tical and the fluctuation ranges are +1 at% and 2 nm in 25
measurements. Conversely, the results from the JEM-2010F
are more scattered both in the composition (+3 at%) and
thickness (+6 nm). The differences in the data from the two
AEMs are caused by the differences in the X-ray collection
efficiency, i.e. the X-ray collection angles and the detector effi-
ciencies at the O Ko peak (0.522 keV) are 0.30 sr and 0.58 for
the VG HB 603 and 0.13 sr and 0.23 for the JEM-2010F,
respectively (the details of how to determine the detector
efficiency will be described later). The difference in the X-ray
collection efficiency results in a 3x difference in the O Ko
intensity (~7500 counts in the VG HB 603 and ~2500 counts
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Fig. 6. Quantification results of the 50-nm-thick NiOx™ thin film by the
{-factor method in VG HB 603 (O) and JEM-2010F (A). The determined
composition and thickness are plotted against an index of individual
measurements in the upper and lower parts, respectively. The shadowed
areas indicate the ranges of £1 at% and of £5 nm, respectively.

in the JEM-2010F) even though the total Ni Ko intensities are
similar (~25 000 counts). Therefore, even small fluctuations
in the O Ko intensity in the JEM-2010F cause relatively large
deviations in the determined composition and thickness. Despite
these differences, one conclusion can be drawn from Fig. 6, i.e. the
thickness determination by the {-factor method is very accurate.

Figure 7 shows another example of light-element analysis
by the {-factor method: the oxygen composition determined
from MgO cuboids in the VG HB 603, plotted against the speci-
men thickness determined via an actual density value. As the
composition of MgO does not deviate from stoichiometry (i.e.
Mg : 0=50: 50) similar to NiO, it is easy to confirm the accu-
racy of quantification. The shadowed region indicates that the
composition range deviated from stoichiometry by £1 at%.
Several results are slightly out of the shadowed range. How-
ever, most results lie in the shadowed area and even the worst
results are still within +2 at%. Due to the built-in absorption
correction, quantitative analysis of light-element materials
such as ceramics is routinely possible via the {-factor method.
In the previously proposed absorption-correction procedures,
such as the extrapolation method or the K : L intensity-ratio
method, it is more difficult to quantify the MgO point-by-point.
This is because multiple measurements are required for the
extrapolation method and the K : L intensity ratio method is
not applicable if there is no L-line emission.
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Fig. 7. Quantification results of MgO cuboids in VG HB 603; determined
composition is plotted against determined thickness. The shadowed area
indicates the range of +1 at%.

It should be mentioned that the X-ray absorption correction
can be performed if the thickness information can be obtained
independently, e.g. by EELS. Recently, a light-element analysis
method for X-ray analysis has been proposed in combination
with EELS (Banchet etal., 2003). In this approach, X-ray
absorption correction can be performed via the relative thick-
ness (the thickness divided by the mean free-path) and not via
the absolute thickness. As the mean free-path is the major
uncertainty for thickness determination for materials of
unknown composition in EELS, this approach may produce a
more accurate absorption correction than the use of other
independent thickness-determination methods but is obvi-
ously not an improvement over PE thin films or use of the
known 2063/2063a standard.

Determination of spatial resolution

Knowledge of the spatial resolution of analysis is important
when elemental distributions need to be known, e.g. impurity
segregant distributions around grain boundaries and constitu-
ent composition changes across interfaces. Many theoretical
and experimental studies (see a summary in Williams &
Carter, 1996) have been conducted to determine the analyti-
cal spatial resolution R. Williams et al. (1992) concluded that
the calculation of R is limited by having to know the specimen
thickness beforehand. However, the {-factor method gives the
specimen thickness simultaneously with the compositions.
Therefore, prior knowledge of thickness is no longer a limita-
tion for the calculation of R, if the {-factor method is used.
The analytical spatial resolution R is strongly related to the
interaction volume between the incident beam and the speci-
men, and hence the calculation of R requires information
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about the incident beam size and the beam broadening. One of
the most popular approaches to define the spatial resolution is
to use the diameter at the midpoint of the truncated cone
defined by the incident and exit beam diameters (Michael
et al., 1990; Williams et al., 1992). This approach employs a
single-scattering model (Goldstein et al., 1977; Reed, 1982) to
describe the beam broadening and gives good agreement
between experimental and simulated results (Williams et al.,
1992), in spite of neglecting the electron intensity distribution
in the incident beam or in the interaction volume. Recently,
Keast & Williams (2000) evaluated various beam-broadening
models by fitting to segregation profiles across grain boundaries
and concluded that the Gaussian beam-broadening model (Doig
et al., 1980; Doig & Flewitt, 1982) is the best description of the
interaction volume. The spatial resolution based on the Gaussian
beam-broadening model was proposed by Van Cappellen &
Schmitz (1992)

R = q[c? + B(xt)* /2] (20)

where the scaling parameters q and x are dependent on the
chosen fraction of the incident intensity (e.g. g=4.29 and
k=0.68 for the spatial resolution that contains 90% of the
incident intensity, which corresponds to the beam diameter
at a thickness of 0.68t from the top surface). The terms ¢ and
B are associated with the incident-beam size and the beam
broadening, respectively, and are given by

N2
47
G =dp,/4.29, B= soo(E—j (%) 1)

0

where d;, is the incident beam diameter at full-with-
tenth-maximum, E,, is the incident beam energy (in eV) and Z
and M are the averaged atomic number and atomic weight,
respectively. As all the terms related to the specimen are deter-
mined by the {-factor method, R can be easily extracted at
individual measured points if d,,, and E, are known. It should
be noted that the thickness information via XEDS is also useful
to determine segregation enrichments, not only for point
analyses (Watanabe & Williams, 2003) but also for the box-
scan approach (Alber et al., 1997).

To demonstrate the efficacy of the {-factor method in
spatial resolution determination, a set of quantitative X-
ray maps around an o-Fe/Fe,P interface in an Fe-17at% P
alloy, obtained in the VG HB 603 AEM, is shown in Fig. 8.
The annular dark-field scanning transmission electron micro-
scopy (STEM) image is shown in Fig. 8(a) and the X-ray maps
were acquired for a dwell time of 200 ms with 128 x 128 pixels.
By applying the {-factor method, not only quantitative compo-

sitional maps of Fe (Fig. 8b) and P (Fig. 8c) but also a specimen-
thickness map (Fig. 8d) can be obtained. The elemental distri-
butions are clear between the two phases and the specimen is
slightly thinner in the o-Fe region, especially around the inter-
face. Figure 8(e) shows a map of the absorption-correction
factor for the P Ko line, Ap. Asdescribed in Eq. (8), the absorption-
correction factor increases from 1 as the magnitude of X-ray
absorption increases. In this case, as the X-ray maps were
acquired from a relatively thin region (< 60 nm), the A, term is
not very high. However, A, can be very high when much
thicker regions are analysed. The spatial resolution R calcu-
lated from the composition and thickness information at the
individual pixels using Eq. (20) is shown in Fig. 8(f). In this
analysis, a 1.5-nm probe (full-width-tenth-maximum) was
used. At the interface, the R-value is about 2 nm. Figure 9
shows composition and thickness profiles extracted from
Fig. 8 by binning 20 pixels together along with the interface to
improve counting statistics (equivalent to a 4-s acquisition).
The R-value at the interface measured from this profile is
about 3.5 nm, which is larger than the calculated value. This
is probably due to the inclination of the interface to the inci-
dent beam in this region of the specimen.

Determination of analytical sensitivity

The analytical sensitivity, i.e. the minimum detection limit, is
another important figure of merit. In AEMs, the detection
limit is relatively poor because the generated signals are small,
due to the reduced beam—specimen interaction volumes. Joy &
Maher (1977) proposed two different types of the minimum
detection definitions for thin-film analysis: (1) the minimum
mass fraction (MMF), the smallest concentration of an element
that can be detected and (2) the minimum detectable mass (MDM),
the smallest amount of a material that can be detected. In X-
ray analysis (as for most analytical techniques), the MMF is
preferable as determination of the MDM is rather complicated.

Romig & Goldstein (1979) defined a criterion for a mini-
mum detectable peak-intensity in an X-ray spectrum, which
was derived from the description of X-ray emission by Liebhaf-
sky et al. (1955). The criterion is

1>342B (22)

where I is the characteristic X-ray peak intensity above the
background integrated over a certain energy range and B is
the corresponding background intensity that can be obtained
by averaging the background intensities in pre- and postpeak
energy-windows, identical in range to that over which I was
measured. Again, the I and B-values represent the numbers of

Fig. 8. A series of X-ray maps around an o—Fe/Fe,P interface measured in the VG HB 603 analytical electron microscope. These maps were quantified
by the {-factor method. (a) annular dark-field scanning transmission electron microscopy (ADF-STEM) image; (b) Fe map; (c) P map; (d) thickness map;
(e) map of absorption correction factor for P Ko (f) spatial resolution map; (g) map of the minimum mass fraction (MMF) for P; (h) map of a number of P

atoms and (i) map of the minimum detectable mass (MDM) for P.
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Fig. 9. The P concentration and thickness profiles extracted from the
maps in Fig. 8 by binning 20 pixels along the interface to improve
counting statistics.

the photons for the peak and background integrated in the
same energy-window, respectively. When I is very small, the
detectability of I'is strongly influenced by the counting noise in
the selected energy window, which is related to the standard
deviation (1 o) of 2B or +/2B as the total intensity in the selected
energy window can be assumed as 2B (= I+ B). Therefore, if
the criterion, expressed in Eq. (22), is satisfied, the X-ray peak
intensity is detectable with a £99% confidence limit (3 ). The
MMF for thin-foil X-ray analysis was proposed by combining
this criterion into the Cliff-Lorimer ratio equation (Romig &
Goldstein, 1979; Michael, 1987). In a similar manner, this
peak detection criterion can also be incorporated into the {-factor
method and then the MMF can be expressed from Eq. (7) as

£4342B,

MME, =2 o

(23)

If X-ray absorption is not negligible, the absorption-correction
term should be multiplied by the 3\E term. Figure 8(g) shows
the MMF map of P converted from the composition and thick-
ness maps. The background intensity for the MMF calculation
was obtained by averaging counts in pre- and postpeak energy
windows. The energy windows for the P K peak, pre- and postpeak
positions were 1.96-2.08, 1.56—1.68 and 2.24-2.36 keV,
respectively. It should be noted that the MMF value given by
Eq. (23) is defined in wt%. However, the wt% MMF can easily be
converted to the at% MMF value. In this map, the MMF of Pis~2.5
at%, which is close to the P composition in the o-Fe matrix.

The MMF values of any analyses in AEMs are poor, due to
the limited analysis volume. In contrast, another expression of
the minimum detection is the MDM which, in AEMs, can be
better than any other analysis technique (Williams & Carter,
1996), except for atom-probe field ion microscopy. The MDM
can be defined as the number of atoms detectable in the ana-
lysis volume (Watanabe & Williams, 1999b). Due to the difficul-
ties of determining the analysis volume, the MDM expression
israrely employed. However, if the {-factor method is used, the
determination of the analytical volume (and hence the MDM)
is no longer a limitation and can be performed at the indi-
vidual measured points. As the beam diameter at the depth z
can be expressed as g(c*+Bz*/2)"? in the Gaussian beam-
broadening model (Van Cappellen & Schmitz, 1992), the
analysis volume is given as

! 2
V= J nlq(c? + B2*/2)"*2 dz = %(Sczt +BtY) (24)
¢

)

As long as the Gaussian beam-broadening model is used, the
analysis volume V is defined as a function of the fraction of
the total incident intensity, similar to the definition of the
spatial resolution. To maintain the consistency in definitions,
the fractional parameter g should be selected as 4.29 (corre-
sponding to 90% of the total intensity). As the total number
of atoms in the analysed volume is obtained from N, pV/M (N,,
Avogadro’s number), the number of atoms and the MDM for
individual elements can be determined by multiplying individ-
ual compositions and MMF values in the atomic fraction,
respectively. The results of this approach (i.e. number of atoms
and the MDM) can also be used to form images, as shown in
Fig. 8 (h, number of P atoms; i, MDM for P). In comparison to
the MMF, the MDM is influenced by the specimen thickness. In
these maps, the MDM of P is about 400 atoms. If the acquisi-
tion time and/or beam current were increased, both the MMF
and the MDM would be improved. In summary, not only the
compositions but also the specimen thickness and associated
information can be visualized by combining X-ray mapping
with the {-factor method.

Determination of detector efficiency and performance evaluation of
X-ray energy dispersive spectrometry—analytical electron
microscope interface

When a series of the {-factors is estimated from the NIST SRM
2063a thin specimen, several thicknesses of detector and
window materials, which together determine the detector effi-
ciency, must be fitted. Figure 10 shows another series of {-fac-
tors determined from SRM 2063a in the VG HB 603. These
data were determined in the same session as shown in
Fig. 4(a) but before the detector was conditioned to remove
any ice build-up. In comparison with the results after detector
conditioning, the {-factors are higher especially in the lower
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Fig. 10. The measured and estimated {-factors of K lines plotted against
the X-ray energy. The {-factor determination was examined in the VG HB
603 analytical electron microscope with the windowless (WL) X-ray
energy dispersive spectrometry (XEDS) detector before conditioning.

X-ray energy regions because of the removal of ice build-up in
front of the active area of the detector. The ice thickness deter-
mined from the {-factor estimation is summarized in Table 2.
After conditioning, the ice thickness was less than 1 um. How-
ever, it was over 5 um before conditioning. The ice thickness
for the ATW detector in the JEM-2010F was 2.2 um. There-
fore, the ice thickness needs to be considered for any {-factor
estimation.

One advantage of the {-factor estimation is the determina-
tion of the several detector and window thicknesses, from
which the detector efficiency can be derived. Figure 11 shows
the detector efficiencies determined for the WL detector in the
VG HB 603 (before and after conditioning) and the ATW
detector in the JEM-2010F, plotted against the X-ray energy.
For the calculation of the detector efficiency, thicknesses of the
ice layer, Au-contact layer and Si dead layer (all determined in
the (-factor estimation via the SRM 2063a thin specimen)
were used. However, rather than performing such calcula-
tions for the other relevant detector dimensions (window
materials and Si crystal thickness) nominal values, suggested
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Fig. 11. The X-ray detector efficiency calculated from thickness
information of the detector-window materials determined by the
parameter optimization for the VG HB 603 analytical electron microscope
(AEM) with the windowless (WL) X-ray energy dispersive spectrometry
(XEDS) detector (before and after conditioning) and for the JEOL JEM-
2010F AEM with the atmospheric thin window (ATW) XEDS detector,
plotted against the X-ray energy.

by the manufacturer, were used. The detector efficiency for the
WL detector can be worse than that for an ATW detector, if
there is significant ice build-up, such that X-rays with energies
slightly higher than the O K absorption edge (0.532 keV) are
strongly absorbed. As the Mg K and O K lines are strongly
influenced by the ice layer in the SRM 2063a, the {, value
can be used as a marker for the ice build-up. The measured -
factor values of the Mg K and Fe K lines are also summarized in
Table 2. The {y, value is significantly changed (by more than
300%) before and after detector conditioning. In contrast, the
Cr value, which is unaffected by the presence of ice, remains
almost the same before and after conditioning but is different
for the two different instruments. As expressed in Eq. (5), the
{-factor is inversely proportional to the X-ray emission and
detection rates. Therefore, a {-factor for a hard X-ray line such
as (. can be used to evaluate and monitor the AEM—XEDS

Table 2. Summary of the ice layer thickness and the determined {-factors of the Mg K and Fe K lines in different microscope conditions.

{-factor [kg-electron/(m?-photon)]

Instrument Ice layer thickness (m) Cue Cre

VG HB 603 with WL XEDS detector (before conditioning) 5.50+0.19 1555+ 38 733 +18
VG HB 603 with WL XEDS detector (after conditioning) 0.91£0.16 500 26 689 + 50
JEOLJEM-2010F with ATW XEDS detector 2.07£0.19 1874 £ 87 183141

XEDS, X-ray energy dispersive spectrometry; ATW, atmospheric thin window; WL, windowless.
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104 M. WATANABE AND D. B. WILLIAMS

interface. If any particular instrument provides larger (g,
values after installation or after major upgrades, there could
be a problem in the AEM—XEDS interface such as wrong detector
positioning or poor collimator alignment.

Discussion

Comparison with the Cliff-Lorimer ratio method

The advantages of the {-factor method over the traditional
Cliff-Lorimer ratio method were described in the previous sec-
tions. These advantages are summarized as: (1) use of PE thin
film standards; (2) built-in absorption correction; (3) calcula-
tion of the spatial resolution; (4) mapping of composition in
terms of the absolute number of atoms and (5) determination
of the MDM values. Compared with the previously proposed
absorption-correction procedures, the absorption correction
in the {-factor method is performed for individual measure-
ments only using X-ray intensities and this is the most flexible
and easy approach. In addition, the {-factor can also be used
for diagnosis of problems with the AEM—XEDS interface in com-
bination with the NIST SRM 2063a universal, standard, thin
specimen. There are two major disadvantages to the new {-factor
method: (1) the need for specimen-thickness information and
(2) the requirement for measurement of the beam current. The
former limitation can be simplified if PE thin films are used.
Therefore, the capability for in-situ beam current measurement
is a minimum requirement if the {-factor method is to be used.
If we take a ratio between Eqs (2) and (6) and rearrange it as

C_A=C_AI_A (25)
CB CB IB

by comparing the above equation with the original Cliff-Lorimer
ratio equation [Eq. (1)], the following relationship holds between
the Cliff-Lorimer k-factor and the {-factor

kg = C_A (26)
Cs

This relationship between k- and {-factors permits conversion
of a series of {-factors from an existing series of the k-factors,
which have been determined in a particular instrument, by
measuring only one {-factor, e.g. for Si K or Fe K. For accurate
quantification, freshly measured {-factors are always recom-
mended. However, conversion from the existing database of
k-factors provides a basis for generating the {-factor values
without having to perform a whole new range of experiments.

Limits of the {-factor method

Maximum applicable thickness. In thin-film specimens, the
ionization cross-section is usually treated as a constant (part of
the thin-film approximation). In other words, it is assumed

that no energy loss occurs due to inelastic scattering of the
incident electrons within the thin specimen (strictly speaking,
neither characteristic X-rays nor energy-loss electrons can be
generated if this condition applies, so it is somewhat unrealistic).
Ignoring this lack of realism, it is assumed that the probability
of inelastic-scattering events must increase as the specimen
thickness increases. If the incident electrons lose significant
energy, Eq. (5) [and hence Eq. (2)] no longer applies and the
energy-loss term needs to be taken into account, which is not
desirable as integration of the electron energy-loss means the
whole procedure requires matrix-type corrections similar to
those used in bulk-sample analysis. Therefore, the maximum
thickness applicable for the {-factor method (at which
energy-loss can still be neglected and Q can be treated as a
constant) is discussed here.

The electron penetration range in the depth direction, z, is
well defined in a bulk sample and derived from an integral of
the energy-loss equation over a range from the incident
energy E,down to zero energy (e.g. Reed, 1993b)

EU
z= di (27)
o dE/dz

If it is assumed that any electron energy loss below 3% of the
incident electron energy is negligible in thin specimens, the
maximum applicable thickness can be given by a modification
toEq.(27)

Loy
fy = ar (28)
dE/dz

0.97E,

As the above integral is proportional to > (Kanaya & Okayama,
1972), tya=(1°°-0.97°3)2=0.0495z, i.e. only ~5% of the
whole electron penetration range can be defined as the
maximum thickness for negligible electron energy loss. From
the Kanaya-Okayama electron range with the relativistic
correction (Kanaya & Okayama, 1972), the maximum thick-
ness for which the thin-film approximation is valid can be
expressed as

£ (nm) = 0.04952

C1.37x10°MES® (1+0.978 x10°E,)**  (29)
- pZ%° 1+1.957 x 10 E,)*3

InEq. (29), E,isin eV. The t,,, values calculated from Eq. (29)
for 100 and 300 keV are plotted against the atomic number in
Fig. 12. The discontinuous change in the ¢t value is due to a
change in the density, similar to Fig. 2. The dashed line in
Fig. 12 represents a specimen thickness of 500 nm as a
marker, which might be a practical limit for X-ray analysis in
conventional AEMs. Even at 100 keV, the ¢, value is above
500 nm for most of the elements. This plot suggests that most
specimens routinely used in conventional AEMs are thin
enough such that Egs (2) or (5) are valid. Therefore, the {-
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Fig. 12. A plot of the maximum applicable thickness for the pure element
thin films in 100- and 300-keV instruments. The maximum applicable
thickness is defined as the specimen thickness at the electron energy-loss
below 3%. The dashed line represents a thickness of 500 nm. The
maximum applicable thickness is higher than 500 nm in most conditions
for analytical electron microscopes.

factor method is applicable for almost all thin specimens in AEMs
operated at> 100 keV.

Usability of PE thin-film standards. The use of PE thin-films as
standards and in subsequent quantification is a major advant-
age and was demonstrated in Fig. 3. Obviously, the availability
of PE standards overcomes many problems associated with
preparation of multielement standards for k-factor determina-
tion. As mentioned above, several modern thin-film fabrica-
tion techniques (which can control a film thickness to within
a few Angstroms) and several approaches for accurate film-
thickness measurements are available. However, a major
problem with PE thin-film standards may arise from contamina-
tion and/or oxidation on the surface. Such surface contamina-
tion and oxidation can occur when the films are exposed to
air after fabrication in high-vacuum equipment. Additionally,
those surface contamination and oxide layers may build up
during storage, prior to insertion in the AEM. In fact, most
metals have native oxide layers on their surface. For example,
pure Al and pure Ti natively have ~4- and 2—6-nm-thick
oxide layers, respectively (e.g. Lausmaa et al., 1990; Newbury,
2002). The existence of the surface layers may degrade the {-
factor determinations and consequent quantification. One
possible impact of the surface layers could be extra absorption
of generated X-rays and the inadvertent ignoring of this extra
absorption in the final quantification. To determine if this is
a problem, X-ray absorption in the contamination and oxide
layers was estimated from Eq. (8). The critical surface-layer
thicknesses of the contamination (Fig. 13a) and the oxide
(Fig. 13b), which would cause 5% of X-ray absorption, are
plotted against the atomic number in Fig. 13. It was assumed
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Fig. 13. The critical layer thicknesses of contamination (a) and oxide (b)
on the pure element (PE) thin-film standards, which cause 5% of X-ray
absorption. The shadowed area indicates the layer thickness range below
20 nm, which can be sufficient for the brief contamination or the native
oxide layer on the PE thin films.

that the contamination consists of 100% carbon for the
critical-thickness estimation in Fig. 13(a). It was also assumed
that only one oxide type (the primary oxide) forms on the
surface, as shown in Fig. 13(b). It should also be noted that
information about the primary oxide (such as Al,O, for Al and
SnO, for Sn) and its density was obtained from WebElements™
(Winter, 1993). The shadowed area represents the range < 20
nm, which is estimated to be a reasonable upper boundary to
the thickness of a carbon contamination layer, or the native
oxide layer, on a PE film. In the case of carbon contamination,
the critical layer thickness for almost all X-ray lines is > 20 nm,
except for lower energy L lines from elements below Mn. As
mentioned in the previous section, these lower-energy L lines
are not generally used for analysis as the more reliable K lines
are available. The critical oxide-layer thickness is also > 20 nm
for the major X-ray lines, again with an exception for lower

85UB01 7 SUOWILLIOD) SAIER.D 3|qedlidde aup Aq peusenob a2 sajole YO 8sn JO Sa|n. 1o} A%eiq i 8ul|UO A1 UO (SUOTHPUOD-PUE-SWS)ALIOY A8 | 1M AeIq 1[ul JUO//ScY) SUONIPUOD pue swie 1 8y 88S " [£202/80/62] Uo Akeidiauliuo Ao|im ‘-13d3,19a anbeuiolqig Aq X'6vST0'9002 8T82-GOET (ITTTT'OT/I0pAL00" A 1M Ale.q 1 puljuo//Sdny WOl pepeojumod ‘Z ‘9002 ‘ST8ZSIET



106 M. WATANABE AND D. B. WILLIAMS

energy L and M lines. Again, the elements that generate lower-
energy L or M lines always generate reliable higher-energy K
or L lines, respectively. Consequently, X-ray absorption due to
the contamination layer or the native oxide layer on the PE
thin-film standards is not crucial for the {-factor determina-
tion. However, if thicknesses of the PE thin films are deter-
mined with such contamination and/or oxide layers present,
the {-factor value can be overestimated. Therefore, the thick-
ness determination of the PE thin films must be performed as
soon as the films are fabricated and re-checked if they are used
after significant storage.

Beam-current measurement. The major disadvantage of the -
factor method is the requirement for beam-current measure-
ment as mentioned above. Unfortunately, despite the fact that
beam-current measurement is standard on almost all scan-
ning electron microscopes (SEMs) and every EPMA, AEMs rarely
come equipped with this capability, emphasizing the point that
AEMs are really modified transmission electron microscopes
(TEMs) and X-ray analysis is still somewhat of an afterthought.
For AEMs that have no capability for direct beam-current
measurements, such as the Faraday cup or the drift tube in
EELS, the {-factor quantification is not usable. If the beam
current fluctuates significantly, it may be difficult to apply the -
factor method. In addition, even with the beam-current measure-
ment systems, read-out values may be inaccurate, as pointed
out by Boon (2000). The systematic errors in the beam-current
measurements can directly influence the mass-thickness
determination and hence the subsequent absorption correction.
Therefore, the beam-current measurement systems have to be
checked and calibrated before applying the {-factor method.
Fortunately, aslong as modern AEMs equipped with a Schottky
field-emission gum (FEG) source are used, the beam-current
fluctuation over typical time periods for analysis or mapping
should be less than a few percent. The stable beam-current
in Schottky FEG instruments means that the beam current
does not need to be monitored frequently and can be calibr-
ated easily through the read-out from the viewing screen.
Therefore, the {-factor method is the ideal quantitative
analysis procedure for modern instruments. Conversely, the
beam current decreases with time in cold-FEG AEMs. This
beam-current drop can be a serious problem for the {-factor
quantification especially if a series of acquisitions such as
line-profiling or mapping is being conducted. In this case, the
effect of the beam-current drop must be corrected. Figure 14
shows the time dependence of the emission and the beam
currents measured after tip-flashing in the cold-FEG VG HB
603. Whereas the emission current decreases almost linearly,
the beam current drops parabolically up to 3 h after the
flashing. Ideally, the beam current should be measured con-
currently with a series of XEDS acquisitions. If this is not pos-
sible, however, the beam current can at least be estimated by
fitting from pre- and postanalysis beam current measure-
ments. This beam-current correction was applied to the X-ray
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Fig. 14. Time dependence of the emission and the beam currents of cold
FEG in the 300-keV VG HB 603 analytical electron microscope with a
30 um virtual objective aperture (VOA). Both the currents were measured
after flashing of the FEG tip.

maps shown in Fig. 8. In thermionic source AEMs, the beam
current also decreases after stabilization. In this case, similar
corrections for the beam-current drop should also be applied.

Crystalline orientation (channeling) effect. X-ray emission is
influenced by the orientation of the incident beam in crystalline
thin specimens (Bullock et al., 1985). The orientation depend-
ence of X-ray emission can be significant when the specimen
is at specific orientations such that the reflected beams are
strongly excited, e.g. in the high-symmetry zone axis and in
strong Bragg diffraction conditions. This abnormal X-ray
emission is useful for determination of site occupancy of
impurity elements in ordered compounds, through the atom
localization by channeling-enhanced microanalysis technique
(e.g. Spence & Tafto, 1983). However, quantitative X-ray analysis
may be compromised by such abnormal X-ray emission. In
the {-factor method any abnormal X-ray emission results
in overestimation of the specimen thickness and hence the
absorption correction for soft X-rays. Therefore, it is generally
recommended to avoid quantitative X-ray analysis from regions
showing strong diffraction conditions. Abnormal X-ray emission
can be theoretically estimated with information about the
crystallographic structures and known diffraction conditions
(Allen et al., 1994; Rossouw et al., 1997). Therefore, it is possible
to incorporate ‘the channeling correction term, C" into Eq. (9)
in addition to the absorption and fluorescence corrections.
The channeling correction can be challenging but it may be
required for atomic-column X-ray analysis in spherical-
aberration-corrected AEMs in the near future.

Ideal universal standards for L lines

Use of universal, standard, thin films is very convenient for the
{-factor estimation. Currently, the NIST SRM 2063/2063a is
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the only such standard thin film available for this purpose. As
demonstrated, the SRM 2063/2063a is only applicable for K
X-ray lines. However, the {-factors for L X-ray lines could be
estimated similarly if new universal standard thin films were
to become available. It would be useful to have a film contain-
ing several heavier elements, e.g. a Ge-based glass thin film
(for Ge: La, 1.2 keV; Ka, 9.9 keV) with Mo (Lo, 2.3 keV; Ko,
17.5keV), Ce (Mo, 0.9 keV; Lo, 4.8 keV) and W (Mo, 1.8 keV; Lo,
8.4 keV). If the {-factors for both K and L lines are easily deter-
mined, in addition to the use of PE thin films, then most quan-
titative X-ray analyses can easily be performed via this method.

The Cliff-Lorimer ratio method is > 30 years old and, whereas it
is simple in concept, the need for a k-factor, combined with the
difficulties of finding the right standard specimen, or calcu-
lating an accurate enough k-factor to solve a specific problem
are significant limitations. The {-factor method overcomes
the problem of standard thin specimens by the use of PE thin
films or the NIST 2063/2063a standard thin specimen but
requires in-situmeasurement of the electron-beam current hit-
ting the specimen. This disadvantage for analysis in AEMs
may be overcome by the use of Schottky FEG instruments. As
the electron emission from the Schottky source is very stable
over the long periods of time necessary for analysis or
mapping, the beam current does not need to be monitored
frequently and can be calibrated easily through the read-out
from the viewing screen as long as Schottky FEG-AEMs are
used. Therefore, the {-factor method is the ideal quantitative
analysis procedure for modern instruments. Once the {-factor
method is applicable, quantitative X-ray analysis in AEMs
has many advantages over the conventional Cliff-Lorimer
ratio method. First, the composition can be performed
with simultaneous thickness determination from the built-in
absorption correction and therefore light-element materials
such as ceramics can more easily be quantified in AEMs.
Second, the composition and thickness data at individual
analysis points can be converted routinely to give advanced
levels of information, e.g. the beam broadening and spatial
resolution, number of atoms in the analysed volume, and the
analytical sensitivities in terms of the MMF and the MDM.
Third, not only the XEDS detector efficiency but also informa-
tion on the AEM—XEDS interface system can be obtained by
the estimation of a series of {-factors, in combination with
the NIST SRM 2063/2063a thin films. Therefore, the {-factor
method may promote quantitative X-ray analysis to the next
level, getting beyond the limitations of the decades-old ratio
approach that, although simple in concept, has probably limited
the widespread use of quantitative XEDS in thin specimens.
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